
 

Exercise We derive the Shannonentropy as a reasonoftheuncertainty

representedby adiscrete probability
distribution

Source Jaynes InformationTheory
and statistical Mechanics
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Our incomplete understanding
oftheprocesses which

determinethevalueofX can

be represented by assigning probability
Pito outcome Xi for ie l N

Wewish to find a
functionH to characterizetheuncertainty

represented

bythe probability
distribution PIE We requireHtohave3

properties

1 H pg g Pu
is continuous

2 When all outcomes are equally probable
bie Pi Yu fie l yn

H Yu Yu I Afn is a monotonically increasing
functionofn

Intuitively a uniform
distribution overnone

outscoresis moreuncertainthan



a uniformdistribution over fevervalves

3 CompositionLaw

Supposewe wish to group
outcones together We might group xy.sk

togetherwith probability W pit tpr Xia Xian with

probability we put t pram
and so on Wecanthenassign

conditional probabilities as p Xi Wi
P Wi PakWi PkWi

and so on Specifyingthe group probabilities
andthe conditionalprobabilities

is quiet tospecifying
the original probabilities sohere

quite Kuncertainty

Ibetheme in both cases

H pi Pu
H W i Wr W H Mw Phi

W H Paws PamWa t

We showthatthe Shannon entropy
satisfies these requirements

Prooff

supposewehave probabilities pi É By
1 weonly

need

toconsider
national probabilities as irrational numbers canbe

constructedfrom



sequences ofrationalnumbers andHis
continuous soitwill behavewellunder

suchsequence
limits Thus we can findnumbers ni in not such

that Pi ni ni

Wewill now treat these
probabilities as groups

made fromsomeuniform

distribution over no numbers By rule 2
this uniform

distribution has uncertainty Al Ini

Byrule 3 hehave

Al ni H Pi Pn

Erik Ein
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HIP Pu A Ini IRA ni

To determine A weconsider the casewhen Dem
fit I yn



Then I ni n n and

H In if Alma FuAlm

A n Alm Alm n

We thus conclude that A Ink Klogin
where K 0 by


