
 
2 8 I
1 field isconstant along horizontal lines because i f x does

notexplicitly depend out

2 8.2Fetch theslope field and several sample solutions forthefollowing
systems
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2 8.3
Inth btem we learn the EulerMethod
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a Wesolve theproblem analytically
andfind xD

d x fight fdt luxe ttc
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b Wenow use the Euler method tonumerically integrate
thissystem

Weprogram our simulation in Python

For Atl Ill 0
At 0.1 x D 0.348
Bt0.01 I 1 0.366
At 001 I D 0.367

These results arequitegood by At 0.01 giventhat
Yee 0.367

c Next we plot E r It Werecallthat
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Then we have

clearly the errorgrows with step size butit is
difficut

to see how We thus makea log log plot next page

what this plot roughly tells us is that as we increase our
stepsize bya factor of 10 our error also increases roughly

by afactor of 10
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We now numerically simulate thesane system usingthe
improved Euler method Werecallthat thismethod computes
Xn from averaging

the derivative overthe interval ta ta
rather than simply usingthe

derivative at ten

In Xn t f Xn At
Xn Xn t I Iflkn tFCKnD At

we plot the results ofour simulation below



Clearly evenfor relatively large linesteps this methodcreates
an excellentfittothe analytical solution We illustrate thisfurtherby
plottingthe errors



Aswe cansee theerrors are verysmall forallbut dt Intheloglog
plot we can distinguish morestructure

We seethat theslopeis ungroughly 5 2 That is as
thestep size decreases

by anorder ofmagnitude theerror decreases

by around 2.5 orders ofmagnitude This is much faster
than thestandard Euler method

2 8.5
simulate this system usingthe Runge Kuta method

Runge Hulda uses aTaylor series expansion togenerate anumerical
solution that converges well evenfor relatively large At



In contrastto ourother methods Runge Kutta even convergesfairly
well when At L Beyond

that the fitsare indistinguishable
from theanalytic solution



We confirmthis observation withthe abovephot The error is
small evenforlarge dt andis indistinguishable from0 forthe
others

In log log we see aslopeof nearly 5 whichmeans that
errors improveby 100,000 for eachfactor of10 stepsize
decrease Interestingly thisbevels off for sraltestlive steps
However at this size the error is sosmallit hardlymatters

2.8.61
Let


